
Physics Letters A 305 (2002) 144–149

www.elsevier.com/locate/pla

End of Moore’s law: thermal (noise) death of integration in micro
and nano electronics
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Abstract

The exponential growth of memory size and clock frequency in computers has a great impact on everyday life. The growth
is empirically described by Moore’s law of miniaturization. Physical limitations of this growth would have a serious impact on
technology and economy. A thermodynamical effect, the increasing thermal noise voltage (Johnson–Nyquist noise) on decreas-
ing characteristic capacitances, together with the constrain of using lower supply voltages to keep power dissipation manageable
on the contrary of increasing clock frequency, has the potential to break abruptly Moore’s law within 6–8 years, or earlier.
 2002 Elsevier Science B.V. All rights reserved.

1. Introduction

In 1965 Moore observed that integrated circuit
complexity evolved exponentially [1]. As a conse-
quence of this observation a scaling algorithm was de-
veloped in the 1970s, stating that device feature sizes
would decrease by a factor of 0.7 every three years.
Though this empirical law has attracted various kinds
of critics (see, e.g., [2,3]), this prediction has proven
to be accurate enough that it has become a solid-state
electronics industry target that must be met by semi-
conductor device manufacturers in order to remain
competitive. The silicon industry has been following
Moore’s law, and transistor sizes on chips have been
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shrinking exponentially [4]. Today characteristic sizes
are around 100 nanometers, and the trend is believed
to continue for the far future [5–7]. News claim tran-
sistor sizes down at 9 nm by leading research labs [6],
and there are new integration technologies with a po-
tential to follow Moore’s law for, at least, another
two decades [7]. Moore himself believes in some de-
crease of the exponent of growth due to economical
reason [8].

On the contrary of the above mentioned results
and expectations, in this Letter, we shall point out
that further increase of the integration density of
computer chips may face a physical limit, abrupt
and major complications due to false bit occurrences
generated by thermal fluctuations (Johnson–Nyquist
noise). The expected range of sizes where serious
problems will emerge is around 40 nanometers and
below, which means serious miniaturization problems
may be expected in 6–10 years.
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The effect causing the problem is due to power
dissipation and the energy equipartition theorem in
thermodynamical systems, so it is fundamental and
general. It does not set any physical limit on possible
transistor sizes but on the integration density on a chip
of fixed maximal dissipation. The only way to get
around this effect would be either to give up increasing
the integration density, that is itself Moore’s law, or
to give up increasing the clock frequency. However,
increasing the clock frequency of one of the most
important reasons for miniaturization.

2. Speed, size and dissipation

In this section, we survey some well-established
practical facts about speed, dissipation, capacitance,
and size. At the following considerations, we focus
on digital (C)MOS technology because it is the most
widely used one. However, the same considerations
can be used for other technologies with very similar
outcome. During the considerations, we assume that
we run the devices with the highest possible clock
frequency they are fast enough to handle.

(C)MOS technology has the advantage that its
power dissipation is the smallest among all. The
reason for that is simple. When the devices are in
a certain logical state, the current consumption is
negligible. So, in the first approach, all dissipation
takes place during transitions between logical states
and the source of this dissipation is the need to charge
or discharge the related capacitors. On Fig. 1, a simple
circuit model of the power dissipation related to the
gate capacitance of a single transistor is shown.C is
the capacitance of the gate,R is the drain-source
resistance of the other (driving) transistor(s) which
changes the logic state of the gate.U0 is the supply
voltage of the circuit.

From this picture, some well-known relations fol-
low.

The upper limit of the clock frequencyf0, where
the alternating voltage driving is still sufficient to
switch the transistors between logical states, can be
given as

(1)f0 ∼= (RC)−1.

The energy dissipated by this unit during one period
of the clock frequency is scaling asCU2

0 . The average

Fig. 1. RC model to estimate the speed and power dissipation in
digital MOS integrated circuits.U0 is the supply voltage andR
is the characteristic drain-source channel resistance.C is the gate
capacitance. The switch is alternating between the supply voltage
and the ground by the clock frequency.

power dissipation of this single unit (Fig. 1) is scaling
as

(2)P1 ∝ f0E1 ∝ (RC)−1CU2
0 ∝ U2

0

R
.

Note, the clock frequency does not appear in this
formula due to the assumption that we run the unit at
the highest clock frequencyf0.

However, the total power dissipationPN of a IC

chip with fixed geometrical size containingN such
units depends onN,R and C. To show the impact
of miniaturization on the power dissipation and clock
frequency of anIC chip with fixed size, first we have
to determine the scaling ofN,R and C versus the
characteristic transistor sizes. Obviously,N is scaling
as 1/s2. Using the reasonable assumption that the
depth of drain-source channel is constant,R can be
approximated as constant. From these considerations,
we obtain thatPN is scaling as

(3)PN ∝ NU2
0

R
∝ NU2

0 ∝ U2
0

s2 .

Relation (3) has an exact match with data describing
the past and expected future of the evolution of
microelectronic technology [4]. Therefore, if we want
to keep the dissipation constant during miniaturization
and also the dense packing of transistors, Eq. (3)
requires the supply voltage to scale linearly with the
size.

To calculate the thermal noise, we will need to
know the capacitance. If the thickness of the gate oxide
is constant thenC is scaling as

(4)C ∝ s2.
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If, instead of constant gate thickness, we suppose that
the gate oxide thickness is linearly scaling withs, we
get

(5)C ∝ s.

The practical situation has been between the two limits
given by Eqs. (4) and (5) because the gate oxide
thickness has gradually been shrinking, however not
so fast as the characteristic size of the transistors on
the chip [4].

3. Thermal noise voltage in the whole frequency
band

Thermal noise in resistors is a stationary Gaussian
stochastic voltage fluctuation process with zero mean
value. The well-known Johnson–Nyquist formula de-
scribes the power density spectrumSu of the thermal
noise voltage in the low frequency limit

(6)Su(f ) = 4kT R,

wheref is the frequency,k the Boltzmann constant,T

the temperature andR the resistance. If the resistance
is shunted by a capacitor then Eq. (6) and linear
network theoretical calculations yield that the total
root-mean-square (RMS) thermal noise voltageUn on
the capacitor is

(7)Un =
√

kT

C
.

Eq. (7) can easily be obtained also from the energy
equipartition theorem of equilibrium thermodynamics.
As the capacitor has one thermodynamical degree
of freedom, the mean energy in it should bekT /2
what requirement directly implies Eq. (7). This is the
physical reason why the value ofR does not appear in
Eq. (7).

Eqs. (4), (5) and (7) imply that, when the full band-
width is used like in digital circuits, the RMS ther-
mal voltage is steadily increasing during miniaturiza-
tion. This effect has not been widely realized yet,
probably because of Eq. (6) what indicates a constant
power density spectrum when the resistance is kept
constant. The increasing bandwidth,(RC)−1, implies
the increase of the RMS noise voltage even if its low-
frequency spectrum remains unchanged. This increase
evolves between the scaling limits of 1/s and 1/s0.5.

4. False bit-flips due to thermal noise

The mean frequencyν(Uth) of crossing a threshold
amplitude limit Uth by a Gaussian noise process of
zero effective value is given by the Rice formula [9–
11]

ν(Uth) = 2

Un

exp

(−U2
th

2U2
n

)√√√√√
∞∫

0

f 2S(f ) df ,

(8)where Un =

√√√√√
∞∫

0

S(f ) df .

For band-limited white noise,S(f ) = S(0) for
f � fc andS(f ) = 0 forfc < f , the formula becomes

ν(Uth) = 2√
3

exp

(−U2
th

2U2
n

)
fc,

(9)where Un = √
S(0)fc.

Whenever the thermal noise causes crossing of the
value of the actual logic threshold voltage, which is
the noise margin between the actual voltage difference
between the two logic values, a false bit flip occurs. It
is obvious from Eq. (9) that, in the case of low noise
(Uth/Un � 1), the explicitUth/Un ratio dominates the
frequency of false bit-flips. This fact can also be seen
on Fig. 2 where the frequency of false bit occurrences
is plotted versusUth/Un. The clock frequency is
assumed to be equal tofc . Apparently, the practical
difference between thefc = 2 GHz andfc = 20 GHz
cases is negligible, especially, when we compare this
dependence to the steep variation versusUth/Un.
Similarly, the number of transistors in the computer
has also a minor role at determining the necessary
noise margin. It is obvious from Fig. 2 thatUt has to
be greater byUn about an order of magnitude for the
reliability of the computer. Today’s PCs have about
5 × 109 transistors; 108 are in the processor and the
rest in the RAM and the other ICs. In a decade, the
clock frequency will approach 20 GHz and the number
of transistors will grow further order of magnitude.

So in conclusion, it is reasonable to say that a safe
thermal noise margin requires

(10)Uth/Un � 12

in modern digital circuits.
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Fig. 2. Frequency of false bit-flips due to thermal noise.

At the above considerations, error-correcting codes
were not taken into account. One reason for that is the
sake of simplicity, another reason is the trend toward
more cache processing in complex logic integrated cir-
cuits, which reduces the advantages of error correcting
codes [5].

5. Limitations of Moore’s law in complex digital
integrated circuits

In this section, we apply the results obtained in
Sections 2–4 for estimation of the practical situation
with thermal noise. The logical threshold voltage
Uth = Uhighmin − Ulowmax, where Uhighmin is the
minimal legal voltage value of the logic high state
and Ulowmax is the maximal legal voltage value of
the logic low state. Following the old 5 V supply
voltage practice, we assume that scales linearly with
the supply voltage,Uth = 0.6U0. Note, due to offset
and crosstalk problems, the fraction 0.6 may be too
optimistic for future practice, however, we have been
unable to find any prediction how this fraction would
diminish during miniaturization, so we stick to this
optimistic value. The main results of this paper are
shown on Fig. 3.

The dissipation constrain curve is based on rela-
tion (3) and it shows how theUth should be decreased

Fig. 3. Evolution of the logic threshold voltageUth due to constrains
of dissipation and noise. Noise constrain is a lower limit, dissipation
constrain is an upper limit. Moore’s law dies when the miniaturiza-
tion gets betweenA and B. Due to the lack of information, this
calculation is based on the assumptionUth = 0.6U0, which is very
optimistic, see in the conclusion.

versus the decreasings in order to avoid increasing
dissipation. The curve indicates theallowed maximal
value ofUth. The right end of the curve represents to-
day’s data [4] (2002),s = 115 nm andUth = 0.6 ×
1.5 V = 0.9 V.

The noise constrain curves are based on relations
(4), (5), (7) and (10) and they show how theUth
should be increased versus the decreasings in order to
avoid false bit-flips. The curves indicate therequired
minimal value ofUth, in the cases when relations (3) or
(4) is valid, respectively. The real condition is between
these two limits. The right end of the curves represent
today’s data [4] (2002), physical gate length of 53 nm,
gate width/length aspect ratio of 2.5, gate thickness of
2 nm. A relative permittivity value of 3 was assumed
for the gate oxide.

The dissipation constrain curve intersects the noise
constrain curves at pointsA (36 nm) andB (25 nm).
Somewhere between these points, either the noise con-
strain or the dissipation constrain cannot be satisfied,
because the requirements are contradictory. Taking
Moore’s law into account, a rough estimate shows that
we will reach the danger zone in 6–8 years.

6. Conclusions

In this Letter, we have studied potential techno-
logical difficulties of future miniaturization with high-



148 L.B. Kish / Physics Letters A 305 (2002) 144–149

density integration due to a fundamental an unavoid-
able noise process, the thermal noise. Our aim has
been to take the attention to the problem of thermal
noise, which has the potential of breaking Moore’s
law.

It is important to emphasize here the nature of
the problem. The arguments in this Letter do not
set any physical limit on transistor sizes. What is
claimed here, the logical threshold voltage, therefore
the supply voltage, cannot be reduced below a certain
limit due to false bit-flips induced by thermal noise.
The only way to get around this effect would be
either giving up to increase the integration density,
that is itself Moore’s law, or giving up to increase the
clock frequency. However, that would be contradictory
because increasing the clock frequency is one of the
most important reasons for the miniaturization efforts.

For the sake of simplicity and generality, we used
several strong approximations during these considera-
tions. Most of the approximations were optimistic, so
the real situation is probably worse than Fig. 3 shows.
We used the following, optimistic simplifications.

(1) Noises due to switching of devices (ground plane
EMI), which are major factors in logic IC design,
have been neglected.

(2) Excess thermal noise due to hot electrons has not
been taken into consideration.

(3) The logical threshold voltage was supposed to be
60% of the supply voltage, which may be too high.
Due to offset problems with the gate threshold
voltage, this ratio will probably diminish while the
supply voltage is decreased.

(4) When applying the Rice formula for threshold
crossing, we supposed that the clock frequency is
the relevant bandwidth. However, in the nomina-
tor in the Rice formula, what contains the RMS
velocity, the relevant bandwidth is always greater,
it is determined by the second pole of the trans-
fer function. So, the actual probability of thresh-
old crossing is greater than supposed here.

(5) Other noise phenomena (shot noise, 1/f noise)
were neglected.

Some of the approximations were pessimistic.

(i) Parasitic capacitors were neglected. These capaci-
tors can increase gate capacitance by 20–30% [4].

(ii) Error-correcting codes were not taken into consid-
eration. As we mentioned above, there is a trend
toward more cache processing in complex logic
integrated circuits, which reduces the advantages
of error-correcting codes [5]. Furthermore, note
that a 10% increase of theUn/Uth ratio causes a
factor of−1000 increase in the false bit frequency.
The very progressive growth of false bit-flip fre-
quency at a small increase of the thermal noise
or a small decrease of threshold voltage indicates
that error-correcting codes cannot save Moore’s
law when the danger zone is reached.

Even the simplified considerations make it clear
that the effect of thermal noise can become a serious
issue of high-density integration at the beginning of
the next decade, and the danger zone is approached
already within this decade. The potential impact on
future nanoelectronics technology is also evident.

It is important to note that, due to the optimistic
sides of our estimation, there is a possibility that the
described effects are already causing problems in the
research and development of highly integrated logical
ICs. As the false bit-flips occur at random locations
and times, and the number of possible locations is
great, it is not easy to identify the source of their
origin.
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